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Abstract 
Due to the high computational and data requirements of standard classification tasks, it encourage us to explore 
new method to adapting deep networks to new concepts from few examples. To deal with this problem, meta-
learning and few-shot learning are proposed. Recently, meta-learning and few-shot learning have focused on 
simple learning techniques for adaption, such as nearest neighbors or gradient descent. However, the setting 
stop at 5-way challenge, which means there are only 5 classes with few labeled images. This paper shows the 
advanced 20-way challenge. We try to classify 20 classes images with only 1, 5, or 10 labeled images in totally 
100 classes. Nonetheless, the machine learning literature contains a wealth of methods that learn non-deep 
models very efficiently. This time we propose to use these fast convergent methods as the main adaptation 
mechanism for few-shot learning. Moreover, we compare and analyze different state-of-the-art works, and 
propose new deep learning method to deal with the problem. The main idea is to teach a deep network to use 
standard machine learning tools, such as logistic regression, as part of its own internal model, enabling it to 
quickly adapt to novel tasks. This requires back-propagating errors through the solver steps. We propose not 
only the similar structure of state-of-the-art meta-learning for 20-way harder setting but also a new training 
skill and strategy for 20-way CNN model. Experiment shows competitive performance on miniImageNet and 
CIFAR-100 on 20-way few-shot learning. 
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ABSTRACT 
 
        Due to the high computational and data 
requirements of standard classification tasks, it 
encourage us to explore new method to adapting deep 
networks to new concepts from few examples. To deal 
with this problem, meta-learning and few-shot learning 
are proposed. Recently, meta-learning and few-shot 
learning have focused on simple learning techniques for 
adaption, such as nearest neighbors or gradient descent. 
However, the setting stop at 5-way challenge, which 
means there are only 5 classes with few labeled images. 
This paper shows the advanced 20-way challenge. We 
try to classify 20 classes images with only 1, 5, or 10 
labeled images in totally 100 classes. Nonetheless, the 
machine learning literature contains a wealth of 
methods that learn non-deep models very efficiently. 
This time we propose to use these fast convergent 
methods as the main adaptation mechanism for few-shot 
learning. Moreover, we compare and analyze different 
state-of-the-art works, and propose new deep learning 
method to deal with the problem. The main idea is to 
teach a deep network to use standard machine learning 
tools, such as logistic regression, as part of its own 
internal model, enabling it to quickly adapt to novel 
tasks. This requires back-propagating errors through 
the solver steps. We propose not only the similar 
structure of state-of-the-art meta-learning for 20-way 
harder setting but also a new training skill and strategy 
for 20-way CNN model. Experiment shows competitive 
performance on miniImageNet and CIFAR-100 on 20-
way few-shot learning. 
 
Keywords: few-shot learning, meta-learning 
 

1. INTRODUCTION 
 

 
    Deep learning models have achieved great success in 
visual recognition tasks. However, these supervised 
learning models need large amounts of labelled data and 
many iterations to train their large number of 
parameters. This severely limits their scalability to new 
classes due to annotation cost, but more fundamentally 
limits their applicability to newly emerging (e.g. New 
consumer devices) or rare (e.g. Rare animals) categories 
where numerous annotated images may simply never 
exist. In contrast, humans are very good at recognizing 
objects with very little direct supervision, or none at all 
i.e., few-shot or zero-shot learning. For example, 
children have no problem generalizing the concept of 
“zebra” from a single picture in a book, or hearing its 
description as looking like a stripy horse. Motivated by 
the failure of conventional deep learning methods to 
work well on one or few examples per class, and 
inspired by the few- and zero-shot learning ability of 
humans, there has been a recent resurgence of interest in 
machine one/few-shot and zero-shot learning. 
 
    Few-shot learning aims to recognize novel visual 
categories from very few labelled examples. The 
availability of only one or very few examples challenges 
the standard ‘fine-tuning’ practice in deep learning. Data 
augmentation and regularization techniques can 
alleviate overfitting in such a limited-data regime, but 
they do not solve it. Therefore, contemporary 
approaches to few-shot learning often decompose 
training into an auxiliary meta learning phase where 
transferrable knowledge is learned in the form of good 
initial conditions, embeddings or optimization 
strategies. The target few-shot learning problem is then 
learned by fine-tuning with the learned optimization 
strategy or computed in a feed-forward pass without 
updating network weights. Zero-shot learning also 
suffers from a related challenge. Recognizers are trained 



by a single example in the form of a class description 
(c.f., single exemplar image in one-shot), making data 
insufficiency for gradient-based learning a challenge. 
       
    While promising, most existing few-shot learning 
approaches either require complex inference 
mechanisms, complex recurrent neural network (RNN) 
architectures, or fine-tuning the target problem. Our 
approach is most related to others that aim to train an 
effective metric for one-shot learning. Where they focus 
on the learning of the transferrable embedding and pre-
define a fixed metric (e.g., as Euclidean), we further aim 
to learn a transferrable deep metric for comparing the 
relation between images (few-shot learning), or between 
images and class descriptions (zero-shot learning). By 
expressing the inductive bias of a deeper solution 
(multiple non-linear learned stages at both embedding 
and relation modules), we make it easier to learn a 
generalizable solution to the problem. 
 
    Specifically, we propose a more difficult setting for 
few-shot learning. To overcome this challenge, we try 
two state-of-the-art methods and propose a new training 
strategy. By change the parameters and some structure 
in proposed state-of-the-art work, we set these new 
structure method as baseline. Besides, we propose a new 
CNN + k-NN structure to overcome the difficult 20-way 
few-shot setting. The new structure CNN + k-NN we 
proposed is training on the base class with fully labelled 
images, and test the final accuracy on novel classes 
which only have few-shot labelled. The two baseline 
structure is Matching Network and Relation Network. 
We try to change the inside structure to fit the 20-way 
few-shot challenge. And CNN + k-NN we proposed is 
the first structure to deal with the difficult 20-way 
setting for few-shot learning. 
 
    In this paper, we make the contribution to compare 
the performance of several methods on different few-
shot settings. Also, we put the emphasis on 20-way few 
shot setting experiment, and propose a new structure for 
this setting. 
 

2. RELATED WORK 
 

     Recently, meta-learning (i.e. learning to learn) has 
been of great importance in the Machine Learning for 
few-shot task. Meta-learning consists of two part, one 
for meta-learner (consisting of an outer training loop) 
and the other for meta-test (for few shot testing). Meta-
learner is encouraged to improve the performance of the 
base learner. Over the years the learning and domain 
adaptation. These works adapted linear or kernel models 
typically by considering the transformation of a 
distribution of training data to a new space, spanned by 
the test samples. Around these topics, fueled by the 
inclusion of deep learning architectures, which enable 
more complex objective functions. 
 

    The simplest way to train meta-learning model is to 
find the function by exposing it to millions of “matching” 
tasks. In spite of its simplicity, this extremely effective 
general strategy is at the core of several state of the few-
shot classification algorithms.  
 
    Perhaps the simplest approach to meta-learning is to 
train a similarity function by exposing it to millions of 
“matching” tasks. Despite its simplicity, this general 
strategy is particularly effective and it is at the core of 
several state of the art few-shot classification algorithms. 
Interestingly, Garcia et al interpret learning as 
information propagation from support (training) to 
query (test) images and propose a graph neural network 
that can generalize matching-based approaches. Since 
this line of work relies on learning a similarity metric, 
one distinctive characteristic is that parameter updates 
only occur within the long time horizon of the meta-
learning loop. While this can clearly spare costly 
computations, it also prevents these methods from 
performing adaptation at test time. A possible way to 
overcome the lack of adaptability is to train a neural 
network capable of predicting (some of) its own 
parameters. This technique has been first introduced by 
Schmidhuber and recently revamped by Bertinetto et al. 
and Munkhdalai et al., with application to object 
tracking and few0shot classification. 
 
    Another popular approach to meta-learning is to 
interpret the gradient update of SGD as a parametric and 
learnable function rather than a fixed ad-hoc routine. 
Younger et al. and Hochreiter et al. observe that, 
because of the sequential nature of a learning algorithm, 
a recurrent neural network can be considered as a meta-
learning system. They identify LSTMs as particularly 
apt for the task because of their ability to span long-term 
dependencies, which are important in order to meta-
learn. A modern take on this idea has been presented by 
Andrychowicz et al. and Ravi & Larochelle, showing 
benefits on classification, style transfer and few-shot 
learning. 
 
     A recent and promising research direction is the one 
set by MacLaurin et al. and by the MAML algorithm of 
Finn et al. Instead of explicitly designing a meta-learner 
module to learn the update rule, they back propagate 
through the very !" ∈ ℝ% operation of gradient descent 
to optimize for the hyper parameters or the initial 
parameters of the learner. Follow-up work shows that, in 
terms of &′" = )′*, ,′* ~"  representational power, 
this simpler strategy does not have drawbacks w.r.t. 
explicit meta-learners. However, back-propagation 
through gradient descent steps is costly in terms of 
memory, and thus the total number of steps must be kept 
small. 
 
    In order to alleviate the drawback of catastrophic 
forgetting typical of deep neural networks, several 
recent methods make use of memory-augmented 



models, which can first retain and then access important 
and previously unseen information associated with 
newly encountered tasks. While such memory modules 
store and retrieve information in the long time range, 
approaches based on attention like the one of Vinyals et 
al. complement soft attention with temporal 
convolutions, thus allowing the attention mechanism to 
access information related to past episodes. 
 
     Despite significant diversity, a common trait of all 
the previously mentioned approaches is the adoption of 
SGD within both the meta- and base-learning scopes. At 
the single task level, rather than adapting SGD for faster 
convergence, we instead argue for differentiable base 
learners which have an inherently fast rate of 
convergence before any adaptation. In similar spirit, 
Valmadre et al. propose a method to back propagate 
through the solution of a closed-form problem. 
However, they resort to the Correlation Filter algorithm, 
whose application is limited to scenarios in which the 
data matrix is circulate, such as object detection and 
tracking. 
 

3. METHOD 
 
3.1    Meta-learning 
 

 
Figure 1 Meta-learning architecture. 
 
 
    The goal of meta-learning is to enable a base learning 
algorithm to adapt to new tasks efficiently, by 
generalizing from a set of training tasks " ∈ .. Each 
task generally consists of a probability distribution of 
example inputs ! ∈ ℝ$ 	 	 and outputs ! ∈ ℝ$ 	 	, !, # ~%	 	. 
Consider a generic feature extractor, such as commonly 
used pre-trained networks ∅ " ∶ 	ℝ& → ℝ( 	 	 (note that 
in practice we extractor, such as commonly used pre-
trained networks, but are able to train them from 
scratch). Then, a much simpler task-specific predictor 
! "|$% :ℝ(×ℝ* → ℝ, 	 	 can be trained to map input 
embeddings to outputs. 
        
    The predictor is parameterized by a set of parameters 
!" ∈ ℝ% 	 	, which are specific to the task " . For 
example, the predictor might be trained on the Omniglot 
task of character recognition in the Roman alphabet, as 
opposed to the Greek alphabet (which would represent 
another task). 

 
    To train and assess the predictor on a given task, we 
are given access to training samples !" = 	 %&, (& ~"	 	 
and test samples !'# = 	 &'' , )'' ~#	 	. We can then 
use a learning algorithm  to obtain the parameters 
!" = Λ ∅ &" 	 	. With slight abuse of notation, the 
learning algorithm thus applies the same feature 
extractor  to all the sample inputs in &". The expected 
quality of the trained predictor is then computed by a 
standard loss or error function ℒ ∶ 	ℝ%×ℝ% → ℝ	 	, which 
is evaluated on the test samples !'# 	 	: 
 
! " = 1

%'"
' ( ∅ * |," , . , /01ℎ	," = 	Λ ∅ %"

5,6 ∈8'"

						(1)	
 

 
    Other than abstracting away the complexities of the 
learning algorithm as, eq. (1) is not much different from 
the train-test protocol commonly employed in machine 
learning, here applied to a single task " . However, 
simply re-training a predictor for each task ignores 
potentially useful knowledge that can be transferred 
between them, typically encoded instead. For this 
reason, we now take the step of parameterizing ∅ "|$ 	 	 
with a set of meta-parameters, which are free to encode 
prior knowledge to bootstrap the training procedure. For 
example, the meta-parameters may represent the 
weights of a common set of convolutional layers, shared 
by all tasks. Learning these meta-parameters is what is 
commonly referred to as meta-learning, although in 
some works additional meta-parameters are integrated 
into the learning algorithm. 
 
    The meta-parameters will affect the generalization 
properties of the learned predictors. This motivates 
evaluating the result of training on a held-out test set 
!'# 	 	 (Eq. (1)). In order to learn the meta-parameters, we 
want to minimize the expected loss on held-out test sets 
over all tasks " ∈ . : 
 

min
2

1
. ∙ &5"

6 7 ∅ )|! |!" , , ,
:,; ∈<=""∈.

 

 
!" = Λ ∅ &" 																												(2) 

 
    Since eq. (2) consists of a composition of non-linear 
functions, we can leverage the same tools used 
successfully in deep learning, namely back-propagation 
and stochastic gradient descent (SGD), to optimize it. 
The main obstacle is to choose a learning algorithm that 
is amenable to optimization with such tools. This means 
that, in practice, must be quite simple. 
 
 
 
 
 
 



3.1.1 Matching Network 
  

 
Figure 2 Matching networks architecture. 
 
     Matching net is a non-parametric approach to solving 
one-shot learning which is based on two components. 
First Matching Net architecture follows recent advances 
in neural networks augmented with memory. Given a 
(small) support set S, our model defines a function CD 
(or classifier) for each S, i.e. a mapping S 	→ CD ∙ . 
Second, Matching Net employ a training strategy which 
is tailored for one-shot learning from the support set S. 
 
3.1.1-1 Model Architecture 
   In recent years, many groups have investigated ways 
to augment neural network architectures with external 
memories and other components that make them more 
“computer-like”. We draw inspiration from models such 
as sequence to sequence (seq2seq) with attention, 
memory networks and pointer networks. 
 
    In all these models a neural attention mechanism, 
often fully differentiable, is defined to access (or read) a 
memory matrix which stores useful information to solve 
the task at hand. Typical uses of this include machine 
translation, speech recognition, or question answering. 
More generally, these architectures model P(B|A) where 
A and/or B can be a sequence (like in seq2seq models), 
or, more interestingly for us, a set. 
 
     Matching Net contribution is to cast the problem of 
one-shot learning within the set-to-set framework. The 
key point is that when trained, Matching Networks are 
able to produce sensible test labels for unobserved 
classes without any changes to the network. More 
precisely, we wish to map from a (small) support set of 
k examples of input-label pairs F = )*, ,* *GH

I  to a 
classifier CJ )  which, given a test example ), defines a 
probability distribution over outputs ,. Here, ) could be 
an image, and ,  a distribution over possible visual 
classes. We define the mapping F → CJ )  to be 
K ,|), F  where P is parameterized by a neural network. 

Thus, when given a new support set of examples F′ 
from which to one-shot learn, we simply use the 
parametric neural network defined by P to make 
predictions about the appropriate label distribution , for 
each test example 	):	K ,|), F′ . 
Matching Net model in its simplest form computes a 
probability over , as follows: 

K ,|), F = M ), )* ,*

I

*GH

																				(3) 

where )* , ,*  are the inputs and corresponding label 
distributions from the support set F = )*, ,* *GH

I , and 
a is an attention mechanism which we discuss below. 
Note that eq. 1 essentially describes the output for a new 
class as a linear combination of the labels in the support 
set. Where the attention mechanism a is a kernel on 
O×O  pixels, the function above is akin to a kernel 
density estimator. Where the attention mechanism is 
zero for the b furthest )*  from )  according to some 
distance metric and an appropriate constant otherwise, 
the function above is  equivalent to ‘k-b’=nearest 
neighbors (although this requires an extension to the 
attention mechanism that we describe in below). Thus 
(3) subsumes both KDE and k-NN methods. Another 
view of (3) is where a acts as an attention mechanism 
and the ,* act as values bound to the corresponding keys 
)* , much like a hash table. In this case we can 
understand this as a particular kind of associative 
memory where, given an input, we “point” to the 
corresponding example in the support set, retrieving its 
label. Hence the functional form defined by the 
classifier CJ )  is very flexible and can adapt easily to 
any new support set. 
 
3.1.2 Relation Network 
 

 
 
Figure 3 Relation network architecture. 
 
One-shot  
Relation Network (RN) consists of two modules: an 
embedding module 7Q  and a relation module R∅ , as 
illustrated in Figure 3. Samples )S  in the query set T , 
and samples )* in the sample set S are fed through the 



embedding module 7Q , which produces feature maps 
7Q )*  and 7Q )S . The feature maps 7Q )*  and 7Q )S  
are combined with operator U 7Q )* , 7Q )S 	 . In this 
work we assume U ∙,∙  to be concatenation of feature 
maps in depth, although other choices are possible. 
     The combined feature map of the sample and query 
are fed into the relation module R∅ , which eventually 
produces a scalar in range of 0 to 1 representing the 
similarity between )*  and )S , which is called relation 
score. Thus, in the C-way one-shot setting, we generate 
C relation scores V*,S for the relation between one query 
input )S and training sample set examples )*, 

V*,S = R∅ U 7Q )* , 7Q )S ,								W = 	1, 2, …… , Y  (4) 
 
K-shot 
    For K-shot where K > 1, we element-wise sum over 
the embedding module outputs of all samples from each 
training class to form this class’ feature map. This 
pooled class-level feature map is combined with the 
query image feature map as above. Thus, the number of 
relation scores for one query is always C in both one-
shot or few-shot setting   
 
Objective function  
   We use Mean Square Error (MSE) loss (Eq. (5)) to 
train our model, regressing the relation score V*,S to the 
ground truth: matched pairs have similarity 2 and the 
mismatched pair have similarity 0. 
 

Z, ∅ ← MVR\]^ V*,S − 1 ,* == ,S
`

a
SGH

b
*GH       (5) 

 
The choice of MSE is somewhat non-standard. Our 
problem may seem to be a classification problem with a 
label space 0,1 . However conceptually we are 
predicting relation scores, which can be considered a 
regression problem despite that for ground-truth we can 
only automatically generate 0,1  targets. 
 
3.2 CNN + k-NN 
    We first train a CNN classification model on base 
classes data, and generate the features of novel classes 
data by the feature extractor of the CNN model. Then, 
we train a k-NN classifier with the extracted features, 
and use the trained classifier to predict the labels of 
other novel classes images. In our experiment, we find 
that it is crucial to do some strategy on the feature map. 
For example, on the 5-shot experiment, we calculate the 
mean of 5 feature map form 5 different images. The 
classification accuracy will improve with this strategy.  

 

Figure 4 CNN + k-NN model structure.  
 

 
Figure 5 Feature extractor of CNN + k-NN model.  
 
 

4. EXPERIMENTS 
     In this section we describe the results of many 
experiments, comparing the Matching Network, 
Relation Network, and CNN + k-NN model. All of our 
experiments revolve around the same basic task: an C-
way k-shot learning task. Each method is providing with 
a set of k labelled examples from each of N unlabeled 
examples into one of these N classes. Thus random 
performance on this task stands at 1 d. We compared a 
number of alternative models, as base lines, to Matching 
Networks. 
 
    Let 6′ denote the held-out subset of labels which we 
only use for one-shot. Unless otherwise specified, 
training is always on ≠ 6′, and test in one-shot mode on 
6′. 
 
    We ran one-shot experiments on three data sets: two 
image classification sets (Omniglot, ImageNet, and 
cifar100. The experiments on the three data sets 
comprise a diverse set of qualities in terms of 
complexity, sizes, and modalities. 
 
4.1 Few-shot learning benchmarks 
    Let f∗ and Y∗ be respectively the set of images and the 
set of classes belonging to a certain data split *. In 
standard classification datasets, fhij*a ∩ fhlDh = ∅  and 
Yhij*a = YhlDh. Instead, the few-shot setup requires both 
fblhjmhij*a ∩ fblhjmhlDh = ∅  and Yblhjmhij*a ∩
YblhjmhlDh = ∅. 
 
Omniglot is a handwritten characters dataset that has 
been referred to as the “MNIST transpose” for its high 
number of classes and small number of instances per 
class. It contains 20 examples of 1,623 characters, 
grouped in 50 different alphabets. In order to be able to 
compare against the state of the art, we adopt the same 
setup first introduced in the reference paper. Hence, we 
resize images to 28×28 pixels, rotated versions of the 
each instance (0°, 90°, 180°, 270°). Including rotations, 
we use 4,800 classes for meta-training and meta-
validation and 1,692 for meta-testing. 
 
miniImageNet aims at representing a challenging 
dataset without demanding large computational 
resources. It is randomly sampled from ImageNet and it 
is constituted by a total of 60,000 images from 100 
different classes, each with 600 instances. All images 
are RGB and have been down sampled to 84×84 pixels. 
As all recent work, we adopt the same split of recent 



papers, who employ 64 classes for meta-training, 16 for 
meta-validation and 20 for meta-testing. 
 
CIFAR-FS on the one hand, despite being lightweight, 
Omniglot is becoming too simple for modern few-shot 
learning methods, especially with the splits and 
augmentations of recent paper. On the other, 
miniImageNet is more challenging, but it might still 
require a model to train for several hours before 
convergence. Thus, we propose CIFAR-FS, which is 
sampled form CIFAR-100 and exhibits exactly the same 
settings of miniImageNet. We observed that the average 
inter-class similarity is sufficiently high to represent a 
challenge for the current state of the art. Moreover, the 
limited original resolution of 32×32 pixels of CIFAR-
100 makes the task harder and at the same time allows 
fast prototyping. To ensure reproducibility, the data 
splits are available on the project website. 
 
Experiment Result 
 
Matching Net 
 
Omniglot 

Model 5-way       20-way    
   1-shot 5-shot 1-shot 5-shot 
     
Pixels 41.7% 63.2% 26.7% 42.6% 
Baseline classifier 80.0% 95.0% 69.5% 89.1% 
Baseline classifier 82.3% 98.4% 70.6% 92.0% 
Baseline classifier 86.0% 97.6% 79.2% 92.3% 
MANN (No Conv) 82.8% 94.9% - - 
Matching Net 98.1% 98.9% 93.8% 98.5% 

 
 
miniImageNet 

Model  5-way 
  1-shot 5-shot 
    
Pixels  23.0% 26.6% 
Baseline classifier  36.6% 46.6% 
Baseline classifier  36.2% 52.2% 
Baseline classifier  38.4% 51.2% 
Matching Net   46.6% 60.0% 

 
 
Relation Network 
 
Omniglot 

Model  5-way 20-way 
  1-shot 5-shot 1-shot 5-shot 
MANN  82.8% 94.9% - - 
Matching Net  98.1% 98.9% 93.8% 98.5% 
Prototypical 
Net 

 98.8% 99.7% 96.0% 98.9% 

MAML  98.7% 99.9% 95.8% 98.9% 
Relation  99.6% 99.8% 97.6% 99.1% 

 
miniImageNet 

Model  5-way 
  1-shot 5-shot 
Matching Net  43.56% 55.31% 
Prototypical Net  49.42% 68.20% 
MAML  48.70% 63.11% 
Relation  50.44% 65.32% 

 
 
 
 
CIFAR – 100 
 

Model              20-way  
  1-shot 5-shot 10-shot 
Matching Net  12.08% 13.01% 13.19% 
Prototypical Net  - -  
MAML  - -  
Relation        31.31% 48.44% 52.66% 
CNN+k-NN model  34.60% 49.85% 59.05% 

 
 
 

5. CONCLUSION 
 
     We proposed a number of few-shot papers and 
compare them with the 20-way one-shot, five-shot, ten-
shot. Experiment shows that our proposed method CNN 
+ k-NN model has the best accuracy on 20-way one-
shot, five-shot, ten-shot. Although Relation network 
learns an embedding and a deep non-linear distance 
metric for comparing query and sample items. Our CNN 
+ k- nearest neighbor Algorithm model has the best 
score. It may be the 20way few-shot learning is too 
difficult for the previous work on few-shot learning 
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